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- Hard to talk about future work
- Many people looked at this from a 

performance point of view
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SPOTLIGHT

Bandit Task
In this game, you have a choice between two slot 
machines, represented by machine 1 and machine 2. Your 
goal is to choose the slot machine that will give you 
the most points over the course of 10 trials. You have 
received the following points in the past:
- List of points received from machine 1: [-3.5, -2.7]
- List of points received from machine 2: [5.0, 2.9, 
5.6, 5.9, 2.0, 1.4, 3.9]

Question: You are now performing trial 10. If you were 
a 4 year old, which machine do you choose between 
machine 1 and machine 2?
Answer: Machine

2

a ∼ p(t | c(p))

1 2
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Reasoning Task
Please consider the following multiple-choice question 
and the four answer options A, B, C, and D. Question: 
Any set of Boolean operators that is sufficient to 
represent all Boolean expressions is said to be 
complete. Which of the following is NOT complete? 
A: {AND, NOT}, B: {NOT, OR}, C: {AND, OR}, D: {NAND}

If you were a high-school computer science expert, 
which answer would you choose?

C

A B C D

arg max p(t | c(p))

Large Language M
odel (LLM

)

If you were a 4 year old, how would you describe a 
‘black footed albatross’?
Answer: It is

If you were a 4 year old, how would you describe a 
‘cardinal’?
Answer: It is

If you were a 4 year old, how would you describe a 
‘indigo bunting’?
Answer: It is

Large Language M
odel (LLM

)

(pre-trained) 
V

LM

n(p*) = arg max (I ⋅ Dn
(p))

LLMs can recover human-like developmental stages of exploration.

Impersonating domain experts outperforms non-domain experts.

Performance
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Bandit Task

You have a choice between two slot 
machines. These are the past 
rewards:
- Rewards machine 1: [-3.5, -2.7]
- Rewards machine 2: [5.0]

Question: If you were a 4 year 
old, which machine do you choose?

Answer: Machine

2

a ∼ p(t | c(p))

1 2

Reasoning Task

Please consider the following 
multiple-choice question:
Which is the smallest 
asymptotically?

If you were a high-school 
computer science expert, which 
answer would you choose?
A. O(n^2) B. O(n)
C. O(1) D. O(log n)

C
A B C D

arg max p(t | c(p))

Vision & Language Task

If you were a 
4 year old, 
how would you 
describe a 
‘cardinal’?
Answer: It is

a bird! It's 
really cool! 
It's got a 

special tail. 
It's red.

In-context impersonation reveals LLMs strengths and hidden biases.
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